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aiDAPTIV+ workstatio

you to retain control of yol
and keep it on premises

From Training to Chat
The software interface allows you to
proceed from fine-tune training to chat
within aiDAPTIVLink. The new chat
feature rounds out aiDAPTIVLink to be
a full-feature product taking you from
start to success.
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Scaling Boundaries,

0.42 0.42

TRAININGITIME (HOURS)

raining Set Size 140 GB! 260 GB 1400 GB

HBM Pool (Usage%) 192 GB (73%) 192 GB (120%)

Minimum GPU Count / !

INote-Scaling is Tinear based, System Configuration:

011 GPU count and model size - WRAM:E572 GB

= GPU: §4X RTX 6000 ada

— S HBM:¥192 GB

id Solution
s LLM Training Efficiency
n's aiDAPTIV+ is a hybrid
are/hardware solution for today’s
ggest challenges in LLM training.

A single local workstation or server
from one of our partners provides a
cost-effective approach to LLM training,
up to Llama-3 70B and Falcon 180B.

phison.com




